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ABSTRACT
In this paper, we propose a data driven Deep Quantized Latent
Representation (DQLR) for high-quality data reconstruction
in the Shoot Apical Meristem (SAM) of Arabidopsis thaliana.
Our proposed framework utilizes multiple consecutive slices
to learn a low dimensional latent space, quantize it and per-
form reconstruction using the quantized representation.

Index Terms— Cell reconstruction, quantized represen-
tation, shoot apical meristem, arabidopsis thaliana

1. PROBLEM OVERVIEW
Introduction. One of the major challenges in imaging of the
SAM plant is that deeper slices in the z-stack suffer degra-
dation due to different quality-related problems like blurring.
Such issues often lead to disposal of painstakingly collected
data and delay the research. Therefore it is necessary to de-
sign techniques that can enhance these stack of images to
make them suitable for further analysis.
Problem Statement. Given a z-stack Z = {zi}ni=1, where zi
is the ith slice in the stack from the top, the task is to recon-
struct this z-stack, Ẑ = {ẑ1}ni=1 such that ẑi is the visually
enhanced slice compared to zi,∀i = 1, 2, , · · · , n.

2. METHODOLOGY AND RESULTS
Proposed Approach. An overview of our approach is illus-
trated in Figure 1. We assume that the latent representation
xi of a noisy image zi is composed of two parts, quantized
latent code, yqi = Qi(yi), corresponding to the enhanced ver-
sion of zi, and noise latent code, yni , corresponding to the
noisy part [1]. The consecutive slices in the z-stack are corre-
lated which implies that they must be correlated in the latent
space as well. We employ a recurrent neural network (RNN)
R to learn this correlated representations {yi+j}nj=0 by pass-
ing latent vector {xi}ni=1 to R.
We present a framework similar to deep auto-encoder to re-
construct z-stack Z with enhancement. Our encoder E com-
presses ith input slice image to a latent representation xi. The
compressed representation xi is processed through Ri to learn
the inter-correlation between this latent representation of the
consecutive slices ({i+ j}nj=0) during training. RNN gener-
ated correlated latent codes ({yi+j}nj=0) are then used as an
input to quantization module Qi. Qi learns a vector dictionary
for quantized representation during training of the network
and generates a quantized latent code yqi . Our assumption

Fig. 1: Overview of the proposed approach from one slice of the
stack. Encoder E encodes input image to xi. Recurrent Neural Net-
work (RNN) module generates correlated codes for reconstruction
(yi) and prediction ({yi+j}nj=1). Quantizer module Qi quantize the
latent codes and Generator G reconstructs/predicts the images.

is that the quantization of latent code will remove the noisy
component yni and the reconstructed/predicted images using
the quantized latent codes by generator G should be enhanced.
Qualitative Results. We used a publicly available Confocal
membrane dataset [2] consisting of 6 plants. We train our
model using 4 plant stacks, and use 1 plant stack each for
validation and test data each. Experiments confirms that the
generated images using our proposed approach are enhanced
and hence, visually better. Qualitative results on the test set is
shown in the Figure 2.

Fig. 2: Reconstruction result. Original image (left) and Recon-
structed image (right) with corresponding zoomed parts are pre-
sented here.
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